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Introduction 

This paper is devoted to one of the principal theorems of the apparatus of 
external theory — Lyusternik's theorem. Let us make clear at once that in stres­
sing the fundamental role of Lyusternik's theorem in extremal theory we have 
in mind not the theorem on the tangent manifold to the set of zeros of a 
differentiable operator, which Lyusternik obtained in 1934 [ 1 ] , but a certain 
more general version of this theorem, which is related to it by its method of 
proof. We cite it below in two equivalent forms: as a theorem on covering and 
as a theorem on an estimate of distance; also we recall the statement of the 
theorem on the tangent manifold. We start with the latter [ 1 ] , [ 2 ] . 

Let g be an operator that maps a Banach space X to a Banach space Y and is 
continuously Frechet differentiable at a point x0 G g _ 1 (0); and let 
g'(x0)X = Y. Then the distance from an arbitrary point x £ x 0 + ker g'(x0) to 
the set g'1 (0) is a quantity of higher degree of smallness than | | JC — J C 0 | | , and 
this implies that the tangent manifold to g " 1 (0) at x0 coincides with 
x0 + k e r g ' ( x 0 ) . 

ll 
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The condition g'(x0) X-Y plays a fundamental role in this theorem. We 
shall call it the Lyusternik condition on g at x0. 

It turns out that under these hypotheses ong and .x;0 the following assertion 
is true: there are a constant a>0 and a neighbourhood U ofx0 such that 
g(Bp (x)) D Bap (g(x)) for any ball Bp (x) C U. This is the covering theorem. We 
call the relevant property an a-covering by g on U. 

It is easy to check that an a-covering by g on a neighbourhood of x0 is 
equivalent to the following distance estimate: 

for all x in some neighbourhood of x0 and ally in some neighbourhood of zero 
in Y. 

Thus, the hypotheses of the theorem on the tangent manifold turn out to be 
sufficient to entail this distance estimate. This is the theorem on the distance 
estimate. 

These two equivalent formulations: the covering theorem and the theorem on 
the distance estimate, are fundamental in extremal theory. The theorem on the 
tangent manifold follows easily from the distance estimate theorem, but is not 
equivalent to it. So why, nevertheless, do we call the theorem on the distance 
estimate, which is equivalent to the covering theorem, Lyusternik's theorem? 

The fact is that Lyusternik, in proving his theorem on the tangent manifold, 
proposed a certain iterative process which is the decisive link in the proof of these 
two equivalent theorems. 1 Furthermore, one can prove any of these standard 
modifications starting from Lyusternik's proof. In essence the whole history of 
the generalizations of Lyusternik's theorem reduces to finding new formulations 
from the standard process of proof. In this sense we may say that the 
publication of Lyusternik's theorem was of exceptional significance. 

Like the first version of Lyusternik's theorem, so also the later versions arose 
mainly from the needs of extremal theory; and subsequently they were used 
as in instrument in this theory. 2 This also explains the point of view from which 
we consider Lyusternik's theorem in the present paper. 

With the complications of the problems studied in extremal theory 
Lyusternik's theorem underwent significant variations in its formulation, and 
up to the present day there have been many different versions of it. However, 
so far there is no theorem in the literature from which all the others follow. The 
problem of finding a general theorem seemed urgent to us for two reasons. 

We also mention that an estimate for the distance from a point x near x 0 to the zero-level of the 
operator was actually obtained by Lyusternik in his proof of the theorem on the tangent manifold; this, 
apparently, explains the fact that this estimate was known to specialists long before its statement and 
formal proofs appeared in the literature. 
2 It appears to us that Lyusternik's theorem is a much more powerful instrument of investigation in 
extremal theory than, say, Brouwer's fixed point theorem or the other topological theorems that were 
applied in the first papers on optimal control to obtain a maximum principle in the simplest classes of 
problems. 
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Firstly, Lyusternik's theorem is often suitable to be applied in diverse 
situations that arise in extremal theory, therefore, it is convenient to have 
one general theorem in place of many versions. Secondly, there is independent 
interest in the question of the furthest limits of the method proposed by 
Lyusternik. 

In Chapter I we present a version of the general theorem that comprises all 
the known formulations of Lyusternik's theorem. It is stated and proved in 
§ 1, and its proof is founded on the same iterative process as was used by 
Lyusternik. Here it is helpful to survey other standard modifications of 
Lyusternik's theorem. Next, in §2 we list a number of typical applications of 
the theorems of § 1. In § 3 we present a certain abstract variational scheme 
based on the general theorem. We go briefly into the reasons for the appear­
ance of this scheme. 

In the theory of extrema we can distinguish two ways of obtaining necessary 
conditions under which Lyusternik's theorem can be used in the relevant form. 
The first consists in searching for approximations of the functional and of each 
of the constraints individually, when conditions for an extremum are derived as 
a fact of the correlation of the approximations. Lyusternik's theorem is used 
here in the form of the theorem on the distance estimate (in particular, of the 
theorem on the tangent manifold), as a basis for 'confidence' in the corres­
ponding approximation of the operator equation. 

For example, in the problem f{x) min, g(x) = 0, whe re / : X-* R, g: X -> Y 
are continuously Frechet differentiable at the point x0 G g " 1 (0) and g satisfies 
the Lyusternik condition at this point, the first way of obtaining the Lagrange 
multiplier rules is as follows. By Lyusternik's theorem one establishes that 
x0 + ke rg ' (x 0 ) is the tangent manifold t o g " 1 (0) at x0 and hence deduces that 
if x0 is an extremal point, t h e n / ' ( x 0 ) vanishes on ke rg ' (x 0 ) . Since g'(x0) is 
surjective, it follows that there exists ay* GY* such t h a t / ' ( x 0 ) + y*g'(x0) = 0 
(this is precisely how Lyusternik argued in [ 1 ] and how he proved his theorem). 

The second way of obtaining conditions for an extremum is characterized by 
the refusal to consider approximations to the functional and each of the con­
straints individually. Among the methods forming this second way we 
distinguish the one of greatest interest from our point of view. It consists of 
regarding all the functionals and operators of the problem as a single system to 
which the corresponding covering criterion is applied. 1 By convention we call 
this method 'simultaneous covering' and illustrate it by the problem already 
considered, preserving its hypotheses. 

This method goes back to Graves and is based on his theorem [3] which is a 
weakened version of the covering theorem. Graves' theorem states: if an operator 
is continuously Frechet differentiable at a point x0 and satisfies the Lyusternik 
condition there, then the image of each neighbourhood of x0 contains a 
neighbourhood of the image of the point. We call this property covering at a 
point. 

1 To the second way we must also refer the method based on using the 'fine' functions and Ekeland's 
principle (for more details on this, see § 6 ) . 
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With the problem/(x) ->• min, g(x) = 0 we associate the operator 
&(x) = (f(x), g(x)) mapping X to R X Y. The general principle consists in this: 
that if x0 is a local minimum for this problem, then cannot cover there. 
Hence, it follows from Graves' theorem that the Lyusternik condition for<£ 
cannot hold at x0 if there is a local minimum at x0. But if $'(x0 )X ¥= R X Y 
andg ' (x 0 )X = Y, then there exists ay* G Y* such that f'(x0) + y*g'(x0) = 0. 
We arrive again at the Lagrange multiplier rule, this time using the covering 
theorem. 

Here we should like to emphasize two circumstances. Firstly, as follows from 
what we said above, every sufficient criterion for covering at a point is a source 
of obtaining necessary conditions for an extremum. Secondly, if we attempt to 
apply this method to a problem with constraints both of equality and of 
inequality type, then inevitably we need to consider the property of covering 
on a cone and also to have the corresponding theorem for covering on a cone. 

When we compare the two paths of deriving necessary conditions for an 
extremum, it turns out that the theory of extrema progresses much further 
along the first path. Namely, the theory with first order conditions is altogether 
complete and a theory for higher order conditions can be constructed, and in 
the latter Lyusternik's theorem is used in its full strength. The second path 
succeeds in coping with a weaker version of Lyusternik's theorem (criteria for 
covering at a point) and has in its scope, on the whole, only conditions of the 
first order, but, on the other hand, it appears more fruitful when used in the 
case of the so-called conical variational classes. 

Conical variations have come into fashion again thanks to the work of the 
school of Yakubovich [ 13 ] — [ 14] . To him, in particular, are due the needle 
variations by means of which Pontryagin's maximum principle was first proved. 
In the case of needle variations, additional parameters of variation are wide 
needles, and since they are non-negative, the operator corresponding to the 
restraints of the equation turns out to be defined on a cone. 

In view of what we have said above, it is interesting to extend the first way 
of considering extrema to the case of conical variations. In §3 we give an 
account of the fundamental scheme of such an extension and find that it turns 
out to be useful in optimal control both for further progress in the theory of 
the maximum principle and for obtaining conditions of higher order. 

Now we give a general description of the results in each of the two chapters 
of this article. Lyusternik's theorem can be extended from two points of view. 
On the one hand, it is clear that covering by the derived operator can be treated 
as a certain weakened covering condition for the operator, and we can aim to 
extend this line: from an incomplete covering to a complete one. Here we do 
not seek a covering criterion, but establish the equivalence of covering with a 
certain formally weaker property of covering character. This is the way that is 
analysed in the first chapter. It succeeds in going quite far: it neglects the linear 
structure, the metric, and even the topology of the space X and correspondingly 
the smoothness requirements on the operator are retained only as a certain 
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minimal property. The significance of the criteria obtained in Chapter I is that 
they allow us in principle to deduce from covering by one class of operators (for 
example, linear) covering by another wider class of operators (for example, 
smooth). However, the reason for covering by the narrower class is not discussed 
here; we assume that it is so. 

On the other hand, one can occupy oneself with generalization of the cover­
ing criterion itself. The second chapter is devoted to this line. In it the dual form 
of Lyusternik's condition is generalized, which states that for some a > 0 and any 
j / * G 7 * with \\y* \\= 1, the functionaly*g'(x 0 ): X ^ R is a-covering(that is, 
the image of the unit ball contains the a-neighbourhood of zero). Here, staying 
with normed spaces, we reduce the smoothness requirements substantially and 
obtain a covering criterion for Lipschitz operators. 

At the end of each chapter we find room for a general variational scheme 
connected with the ideas of the chapter. As the variational scheme of the first 
chapter, as already mentioned, is based on the first way of studying extrema, so 
the variational scheme of the second chapter, conceived as a rule for Lagrange 
multipliers in the problem with Lipschitz operators and functionals, is based on 
the method of 'simultaneous covering' related to the second way. 

CHAPTER I 

GENERALIZATIONS OF LYUSTERNIK'S THEOREM BASED ON THE 
LYUSTERNIK ITERATIVE PROCESS, AND THEIR APPLICATIONS 

§ 1. Survey of the principal generalizations 

The standard modifications in the literature of Lyusternik's theorem differ 
in their treatment of it. This is apparently one of the reasons why so far a 
general theorem has not been found. Here we give a survey of the principal 
versions of Lyusternik's theorem (old and new) as a result of which we propose 
to treat it as a covering theorem. 

In the process of generalization the class of spaces and mappings to which 
Lyusternik's theorem is applicable has been widened. At present, Theorem 1.5 is 
the most general for continuous mappings of metric spaces. Although this 
theorem admits an extension both to a wider class of spaces and of mappings, 
it is of a rather technical character and does not affect the essence of the 
theorem; therefore, we state Theorem 1.5 within reasonable bounds of 
generality and propose it as fundamental. We now proceed with the survey. 

Ioffe and Tikhomirov [4] proposed the following generalization of Lyusternik's 
theorem. 

THEOREM lA.Let Xand Ybe Banach spaces, T: X-> Yasurjecfive con­
tinuous linear operator, A(T) the norm of the inverse operator: Y X/Ker T, 
and P a mapping of some neighbourhood U of a point x0 G X into Y. Suppose 
there exists a number b>0 such that, firstly, b A(T) < 1/2, and secondly, 
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|| P(x) - P{x) — T(x — x') | | < b || x — x || 

for all x, x' G U. Then there are a neighbourhood U' C U ofxQ, a number L, 
and a mapping £ x(%) ofU' into X such that 

P{1 + x(l)) = P(x0) 

and 
II x(l) | K L || P(l) - P(x0) II 

for all %e U'. 
The principal advantage of this theorem over the classical one 1 (which is 

easily derived from it) is that here we do not require the existence of the strong 
derivative P'(x0); but if it exists, we may take T to be any operator near it. 

This theorem, however, has two deficiencies: the distance estimate is given 
only on the basic levelP(x) = P(x0) and not for all close levelsP(x) = P(x0) + 
+ 8y, and the constant L is not made explicit. Later, in [5 ] , Tikhomirov 
obtained a distance estimate for an arbitrary level close to the basic level. 

Of a different character is the theorem due to Tsiskaridze [ 1 5 ] , which goes 
back to Graves [ 3 ] . We state it in terms convenient for our purposes. We denote 
the closed ball of radius p with centre at x by Bp (x). 

THEOREM 1.2. Let X be a complete metric space, Y a Banach space, 
T: X Y a mapping whose graph is closed. Suppose that we are given points 

xo> yo = T(x0) and numbers p 0 > 0, a > 0, such that if x E 5 p (x0), 
y = T(x) Gl? P o (y0), and 0 < p < p0, then the image under T of the ball Bp(x) 
is dense in Bap(y). Let b <abegiven. Then there are numbers c>0 and 
Pi >0 such that for any mapping S: X-> Y that is Lipschitz with constant b and 
any p G [0, px ] the image ofBp(x0) under T + S contains the ballBcp((T + S)x0). 

The chief merit of this theorem is that we impose no linear structure on X 
(this is very important in extremal theory) and that we replace the covering 
condition on T by density in the image. However, like Theorem 1.1, Theorem 
1.2 is not complete as stated: the covering property of P = T + S is established 
here only for a neighbourhood of the base point x0, therefore, we cannot deduce 
from Theorem 1.2 a distance estimate even for the basic levelP(x) = P(x0), nor 
Theorem 1.1, nor even the classical Lyusternik theorem. 

Milyutin proposed to calculate the covering constant of the resulting operator 
explicitly, and to consider the operator not in a neighbourhood of some point 
x0, but on the full system of closed balls that he introduced (see [ 8 ] , [ 12]) . 

Let X be a complete metric space with metric d, and R + the set of non-
negative real numbers. 

DEFINITION 1.1. A set X C X X (R + \ f0>) is said to be a full sys tern (in 
the space X) if for every pair (x, p) G 2 it follows from p' > 0 and 
d(x, x') + p' < p , w h e r e x ' G X , that (x1, p') G 2 . 

(This definition differs somewhat from that in [8] and [ 12]) — in place of 
1 By the classical theorem we mean Lyusternik's theorem on the tangent manifold. 
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the last inequality there it was only required thatB p <(x) C Bp(x).) 
For any se tM C X we denote 1 by 2(M) the full system consisting of all 

those pairs {x, p) for which Bp (x) C M. 
Now let Y be a linear metric space (not necessarily complete) with a 

translation-invariant metric (which we denote by d). 
DEFINITION 1.2.An operator T: X-> Y is said to be covering with 

coefficient a > 0 (or a-covering) on the full system 2 if T(Bp(x)) D Bap(Tx) for 
all(x, p ) G 2 . 

DEFINITION 1.3. An operator S: X 7 is said to be cow trading with 
coefficient b > 0 (or b-contracting) on the full system 2 if 

S ( £ p ( x ) ) c ^ p ( ^ ) f o r a 1 1 (*. P ) G s -
(For example, any S that is Lipschitz with constant b on each ba\\Bp(x).) 
THEOREM 1.3 (Milyutin [ 8 ] , [ 12]) . Suppose that T is an operator covering 

with coefficient a on a full system 2 and that S is contracting with coefficient 
b, where a>b^0. Suppose also that T and S are continuous on Bp (x) for any 
pair (x, p) €E 2 . Then the operator P=T + S covers with coefficient c = a~b on 
the same 2 . 

The following two differences between this theorem and those set out above, 
appear important to us. Firstly, the covering coefficient of the resulting operator 
P is given explicitly. Secondly,/* is shown to be covering wherever the hypo­
theses of the theorem are satisfied, and not on some more restricted set. 

Theorem 1.3 does not say formally anything about a distance estimate but 
one follows from the covering property. Moreover, Theorem 1.3 allows us to 
give various uniform distance estimates (see Theorems 2.3—2.5 below). 

We claim that Theorem 1.1 follows from Theorem 1.3. For it follows 
immediately from the hypothesis that T covers on the full system 2 = 2(£/) 
with coefficient a = \/A(T), and that S = P - T is contracting on 2 with 
coefficient b, where b < a/2. By Theorem 1.3, P covers on 2 with coefficient 
c = a - b > 0. We put 

r(x) = ±-d(P(x), P(x0)), J T = {x: P (x) _ p (x0)}. 

Let U be a neighbourhood of x0 and let s > 0 be such that B&{x)a U for all 
€: JJ. Since P is continuous at x0, there is a neighbourhood U' C U such that 
r ( l ) ^ e, for all £ €E U', hence, (£, r(£)) €E 2 . In this case, clearly, 

as was to be shown. 
All the versions of Lyusternik's theorem set forth above were theorems in 

perturbation theory, that is, the resulting operator P in which we were 
interested had the form of a sum T + S, where T is covering and S a contracting 
perturbation. The following theorem, which was proposed by Osmolovskii, 
1 We draw attention to the fact that the set Z(M) depends on the metric space X containing M, and so, 
if necessary, we write Sj^(A/)-
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surprisingly falls outside the framework of perturbation theory. 
As before, let X be a complete metric space and 2 a full system in it. For 

each X G (0, 1 ] we denote by X2 the image of 2 under the transformation 
(x, p)*-* (x, Xp). It is clear that X2 is contained in 2 and is also a full system. 
Now let Y be a metric space. 

THEOREM 1.4. Let 3>: X X XYbe a mapping andlet a>b >0be given 
numbers with the properties: for all (x, p) €E 2 : 

a) the mappingP(x') — $(*', x') is continuous on Bp(x), 
b) $(Bp(x), x) D Bap($(x, x)) (a-covering on the diagonal in the first 

argument), 
c) 4>(x, Bp(x)) C Bbp(&(x, x)) (b-c on trading on the diagonal in the second 

argument). 
Then P covers with coefficient a—b on X2, where 

Note that if a/2 < b < a, then X = 1 and P covers on 2 . But if b < a/2, then 
X < 1 and X2 is, in general, smaller than 2 . 

An application of this theorem to the situation described in Theorem 1.3 
leads to the mapping 4>(Xi, x2) = T(xx) + S(x2) for which Theorem 1.4 gives, 
in general, a weaker conclusion than Theorem 1.3. This happens because for a 
mapping <l> of such a form the covering and contracting properties hold, in fact, 
at any point (xx, x2) and not just on the diagonal. However, there is no way of 
strengthening the hypotheses of Theorem 1.4 on these lines, since there are 
important examples in which these properties hold precisely on the diagonal 
(see below). 

Thus, we see that there is no most general theorem among those listed. The 
appearance of Theorem 1.4 was the impulse that stimulated the interest of the 
authors to a search for a more general form of Lyusternik's theorem. It now was 
clear that it could not be a perturbation theorem in nature. 

Dmitruk proposed the following theorem. 1 

Again, let X be a complete metric space, Y a metric space, and 2 a full system 
in X. We say that a set % in Y is an s-net for a set M C Y if for each y GM 
there is ay G £ such tha t 2 d(y, y) < s. 

THEOREM 1.5. Suppose that for some operator P: X Y there are numbers 
a>b>0 such that for any pair (x, p) G 2 : 

a) P is continuous on Bp (x), 
b) for r = (1 - b/a)p the image of the ball Br(x) is a br-net for Bar(P(x)). 
Then P covers on 2 with coefficient a~b. 
PROOF. Without loss of generality we assume that a = 1, b < 1. Let 

(x0, p) G 2 , y0 =P(x0), y ^B(l_b)p(y0). What we have to show is that there 
exists an x G Bp (x0) for which P(x) = y. We look for x as the limit of a sequence 
1 Its linear prototype was used in [ 1 2 ] . 

We find it convenient to take the weak inequality, in contrast to the conventional definition. 
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{xn} which we now construct. We write r = (1 - b)p. 
Since (x0, r) G (1 - 6 ) 2 , by the hypotheses of the theorem there is an 

x! G Br(x0) for which d(P(x x), y) < br. Next we assume that for some n > 1 a 
point x n with the following properties has been constructed: 

(1.1) z n ) < rfe""1, 
(1.2) d(s 0 , r(l + 6 + . . . + < r/(l - 6) = p, 
(1.3) d(P(xn), i) < r&». 

(These are clearly satisfied forw = 1). It then follows from (1.2) that 

d{x0, a ; n ) + T Z ^ < r ( 1 + 6 + & 2 + • ••) = ?* hence (*n, ~{zrf) 

that is, (xn, rbn) G (1 - 6 ) 2 . By hypothesis, the image of the ball Brb (xn) is an 
rb" + 1 -net for the b a l l B r b (P(xn)). Since by (1.3) the point y belongs to this 
latter ball, there must be a point xn + 1 £Brb(xn) such that d(P(xn + x), y) < + 1 . 
Since the properties (1.1)—(1.3) hold, as before, for x„ +1, we may assume 
inductively that the whole sequence lxn) has been constructed. It is clear from 
(1.1) that it is a fundamental sequence, and then by the completeness of X and 
by (1.2) it converges to some x G Bp (x0). Since P is continuous on Bp (x0), we 
obtain from (1.3) that P(x) = y. This proves the theorem. 

The construction of the sequence ixn~i in this proof is what we shall call the 
Lyusternik iterative process. This is precisely what we had in mind when we 
spoke of the common feature of the proofs of all the versions of Lyusternik's 
theorem considered in this paper. As it seems to us, Theorem 1.5 exhibits the 
essence of this process most clearly. 

We mention in passing that from Theorem 1.5 (or Theorem 1.2) and Baire's 
category theorem we can deduce Banach's closed graph theorem. This fact 
indicates the affinity of the iterative processes in the theorems of Banach and 
Lyusternik. 

In all the preceding theorems the operator P in which we are interested is 
the result of the 'interaction' of certain covering and certain contracting 
operators, which guarantees a priori only a 'spoiled' covering property of P. 
However, in Theorem 1.5 there is only one operator P, and nothing is said about 
the reason why its covering should be infringed a priori. 

Theorem 1.5 can serve as the basis of a further extension of Lyusternik's 
theorem to new classes of spaces and operators if the need arises (see, for 
example, Theorem 1.6). 

We show that Theorems 1.3 and 1.4 follow from Theorem 1.5. 
PROOF OF THEOREM 1.3. It is clear from the hypothesis that the operator 

P = T + S satisfies on 2 all the hypotheses of Theorem 1.5 with the constants 
a and b. 

PROOF OFTHEOREM 1.4. We claim that the operator P(x) = ®(x, x) 
satisfies all the hypotheses of Theorem 1.5 with constants a and b on the full 
system 2 ' = X2. 

Let 
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We need to find a n x G 5 p ( x 0 ) such t ha td(P(x ) , y )<bp . Since ( x 0 , p) G 2 and 
since $ is a-covering on 2 in the first argument, it follows that there is an 
x GBp(x0) for which <£(x, x0) = y. Since 

( „ , p / ( l - ± ) X) 6 2 , and 1 / ( 1 - 4 ) * ™ l 1 / ! 1 - ^ ) • 2 ) . 

we have (x0, 2p) G 2 . It follows from this and from d ( x 0 , x ) + p < 2p that 
(x, p) G 2 . Bearing in mind that x0 G J5p (x) and that <I> is b-contracting on 2 
in second argument, we find that d($(x, x),y)<bp, as required. By Theorem 
1.5, P is (a - 6)-covering on 2 ' . 

Sukhinin has remarked that in Theorem 1.5 we can dispense with the 
symmetry of the metric and then nothing changes. He proposed studying a 
'quasimetric' space, which is a set X on which there is a function q{xlt x2) 
taking values in R+ U { + o o } and satisfying only the triangle inequality 

q(xu x3) < q(xx, x2) + q(x2, x9). 

(The connection between q(xlf x2) - 0 a n d x j =x2 is also relaxed.) Such a 
'quasimetric' generates two structures naturally. One of them, which we call the 
direct structure, is given by balls of the form 

Bp(x) = {x' 6 X: q(x, x) < p} , 

and the other — the contra-structure — by the balls 1 

Bp(x) = {x e X: q(x', x) < p} 

A sequence xn G X is said to be directly fundamental if for every e > 0 we 
have d(xm, xn) < 8 for sufficiently large m and n>m. 

A quasimetric space X is said to be directly complete if for any directly 
fundamental sequencex n GX there is a point 2 x GX to which it 'converges' in 
the contra-structure, in the sense that q(xn, x)-> 0. 

Let X and Y be quasimetric spaces, X being directly complete. 
DEFIN IT I ON 1.4. An operator P: X-*- Y is called directly closed if 

P(x) = y for any directly fundamental sequence xn in X converging to x in the 
contra-structure for which P(xn) converges to y in the contra-structure of Y. 

A set 2 C X X (R + \ { 0 ) ) is called a full system if it satisfies Definition 1.1 
with d replaced by q, with the order of the arguments x and x' preserved, and 
with the additional requirement that if (x, p ) G 2 and p ' G (0, p), then 
ix, p ' ) G 2 . 

Keeping the definition of an 8-net in Y (also by changing d to q, preserving 
1 Neither of these balls need contain the point x itself, hence we cannot, generally speaking, take the open 
balls of these types as neighbourhoods of x and construct the corresponding topology. 
2 

Possibly, not unique. 
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the order of the arguments .y and y') and stipulating that P(0) = 0, by analogy 
with Theorem 1.5 we obtain the following theorem for quasimetric spaces. 1 

THEOREM 1.6. Suppose that for an operator P: X -> Y there are numbers 
a > b > 0 such that for anv pair (x, p ) £ 2 : 

a) P is directly closed2 on Bp (x), _^ 
b) for r = (1 - b/a)p the image of the ball Br(x) is a br-net for the ball Bar(Px). 
Then Pdirectly covers on 2 with coefficient a~b; that is, 

P(Bp(x))DB{a_b)p(Px)forall(x, p ) G 2 . 
The proof is similar to that of Theorem 1.5. 
It is remarkable that this theorem, at first glance abstract, has at once found 

an application in the theory of optimal control (see Theorem 3.1 below). 
Theorems 1.3—1.6 were obtained independently of Theorem 1.2, which does 

not follow from them (when T is continuous at x0, it follows from Theorem 
1.5). The attempt to include Theorem 1.2 in its entirety led us to Theorem 1.7 
below. We mention, however, that in applications so far we do not know of 
cases when we would need precisely this theorem (the more so its analogue for 
quasimetric spaces, which we do not cite). 

Let X and Y be as in Theorem 1.5, 2 a full system onX, W a set in Y, and 
let P: X Y. For c > 0 we put 

E{c) = { ( ^ p ) 6 2 : Be(Px)cW). 

THEOREM 1.7. Suppose that P and a>b>0 are such that 
a) P is closed on Bp (x) for all (x, p) G E(p( 1 - b/a) (a + 2b), 
b) for all (x, p) G E((a - b)p) and r = (1 - b/a)p the image of the ballBr(x) is 

a br-net for Bar(Px). 
Then for any pair (x, p) G E(p(\ - b/a) (a + 2b)) we have 

P(BP (x))=>B(a-b)p(Px). 

The proof is like that of Theorem 1.5 (which is obtained when W = Y). We 
claim that Theorem 1.2 follows from this. 

Let P = T + S, z0 =Px0, and 8 > 0 be such that a > b + s. It follows from 
the hypothesis of Theorem 1.2 that 3px > 0 such that for any p < pi and 
xGBp(x0) for which Px GBPi{a + 2b)(z0)) the set P(Bp(x)) is a (b + s)p-net 
for the ball 5 f l p ( P x ) . 

Let 2 be a minimal full system containing the pair ( J C 0 , px) and let 
W = BPi(a+2b)(zo )• We see that P satisfies the conditions of Theorem 1.7 with 
coefficients a and b + &. Hence, in particular, we obtain the assertion of 
Theorem 1.2 with c = a — b — e. 

Finally, we mention another theorem from the text-book of Alekseev, 
Tikhomirov, and Fomin ( [ 6 ] , 2.3.1). They consider the equation ty(x, y) = z 
1 It is also easy to formulate analogues of Theorems 1.3 and 1.4 for quasimetric spaces. 

We require P to be closed rather than continuous under the influence of Theorem 1.2. 



22 A. V. Dmitruk, A. A. Milyutin, andN. P. Osmolovskii 

and for it construct (not in a unique manner) a function y = y(x, z) for which 
ty(x, ip(x, z)) = z (see [6] for a more precise statement). The authors call it a 
generalized implicit function theorem, but in fact it is a version of Lyusternik's 
theorem, in the spirit of covering. This theorem is a stronger form of Theorem 
1.1, but, like the latter, it follows from Theorem 1.3 and 1.4. To call it an 
implicit function theorem is in our opinion not completely correct, since in 
contrast to Lyusternik's theorem, which guarantees (when applied to the 
equation ^(x, y) = z) the existence of some selection y - y{x, z), in an implicit 
function theorem the main emphasis is not on the existence of some selection 
y = ip(x, z) but on its uniqueness and the same degree of smoothness as that of 
the original ^ . It is proper to stress that in spite of the fairly widespread 
opinion that Lyusternik's theorem and the implicit function theorem are 
equivalent, the fact is that these theorems do not entail one another. 

To conclude our survey we dwell on the connection between the Lyusternik 
iterative process and the principle of contractive mappings. The classical 
Lyusternik theorem, when k e r P ' ( x 0 ) is complemented, is proved by Newton's 
iterative method, based on the contractive mapping principle. Therefore, some 
authors have specially attempted to extend this device also to the case when 
k e r P ' ( x 0 ) is not complemented; that is, when there is no subspace on which 
P'(x0) is invertible, and consequently, Newton's method in its pure form is not 
applicable. For example, Milyutin (see [ 4 ] , [5 ] ) has proposed studying many-
valued contractive mappings. Here it turns out that for Theorems 1.1, 1.3, and 
1.4, also the theorem of [ 6 ] , 2 .3.1, and, apparently altogether for any versions 
of Lyusternik's theorem in the hypotheses of which there are certain covering 
and certain contracting operators, one can devise a corresponding principle for 
contractive many-valued mappings (and so obtain a corresponding abstract 
version of Newton's method), from which the proof then follows (Theorem 1.1 
and [6] 2.3.1 have so been proved by the authors). However, it is remarkable 
that for Theorem 1.5 (and also for Theorems 1.2 and 1.6) it is impossible to 
devise a corresponding contractive mapping principle. The fact is that the 
sequence xn in the proof satisfies the estimate (1.1), but by no means the 
estimate 

d(xn, xn+1) < b-d(xn„lt xn). 

This is even more transparent in the example of Banach's theorem, which 
follows from any of Theorems 1.2, 1.5, or 1.6.) Thus, the Lyusternik iterative 
process does not lead to the contractive mapping principle. 

§2. Typical applications 

Now we cite some consequences of Theorems 1.3—1.6 that are useful in 
applications. We begin with Theorem 1.3. The significance of the explicit 
covering constant c in it is emphasized by the following theorem, which allows 
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us to go from a 'local' to a 'global' c-covering. 
Let X be a directly complete quasimetric space (in particular, a complete 

metric space), 2 a full system on it, and Y a normed space. 
THEOREM 2 .1 . Suppose that for an operator P: X-*Y there is a number 

c > 0 such that for all (x, p)G 2 : 
a) P is directly closed on Bp(x), 
b) there exists a p(x) G (0, p] such that for all p G (0, p(x)] 

P(2? p . {x))^BCQ. (Px). 

Then P directly covers with coefficient c on the whole o / 2 . 
PROOF. Let (x0> p) G 2 , y 0

 =P(x0), and j = # c p ( y 0 ) - We have to find an 
x G Bp (x0) for which P(x) - y. We join y 0 and y by an interval / , parametrized 
by 

(here j) = ycp). A point y G / is said to be right covering if for some x G ifp (x0) 

•P(^) = # and cd(a:o, #) < II */ — yo ||. 

It is clear from the condition that if yt G / is right covering, then either >>f = y 
or there is a further point 5 > that is also right covering and for the corres­
ponding xt and xs we have 

cd(xu x8) < II yt y» II-

Starting from ^ 0 » which is obviously right covering, we obtain a sequence of 
right covering points and their inverse images, connected as in the estimate above. 
Thanks to this estimate and the fact that P is directly closed on Bp ( J C 0 ), on 
passing to the limit we again obtain a right covering point. From this and the 
principle of transfinite induction it follows that the whole interval / , in parti­
cular y, is right covering. This proves the theorem. 

REMARK 2 .1 . In essence the proof of Theorem 2.1 is close to the now 
popular principle proposed by Ekeland [ 2 0 ] , but it seems to us more suitable 
in applications connected with covering. In the simplest case, when there is a 
smooth funct ion/ : [0, 1 ] R wi th / (0) = 0, Ekeland's principle corresponds 
to the property: iff > 1 everywhere, t h e n / ( l ) > 1; while Theorem 2.1 states: 
if / ' > 1 everywhere then there is an x such that fix) = 1 (that is, fil) > 1). 

The value of the concept of a full system is explained by the following fact, 
already mentioned in the Introduction. If we consider a certain neighbourhood 
U of a fixed point x0 G X, then when P covers on 2(C/), we have a distance 
estimate not only on the basic levelP(x) = P(x0), but also on all nearby levels 
P(x) = P(x0) + 8y. This and Theorem 1.3 lead to the next theorem, which was 
proved and used in [8] in the study of higher orders. 

Let X and Y be Banach spaces. 
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THEOREM 2.2. Suppose that an operator P: X -> Y is a strongly differentiable 
at xQ, that it satisfies the Lyusternik condition there, and that P(x0) = 0. 

Then there exists an e > 0 and an L such that for any 8 x E X and 8 y GY 
with || 8 x || < e, and || 8 y \\ < e, there is an x E X for which 

P(x0 + 8x +~x) = 8y and || x || < L || P(x0 + 8x) — 8y ||. 

(If we restrict the discussion to considering distance estimates on the basic 
level only, then it is easy to show by means of Lyusternik's iterative process 
that the property of having this estimate, like covering, is preserved under small 
perturbations of the operator. We do not, however, consider theorems of this 
type especially, since so far we know of no cases when this property holds with­
out covering on some full system.) 

As we have already remarked above, Theorem 1.3 allows us to obtain various 
uniform distance estimates (on a 'big' set, for dependence on a parameter, and 
such like). Theorem 2.3 below, in which we confine ourselves to considering the 
distance to the basic level, and also Theorem 2.4, are uniform analogues of the 
classical Lyusternik theorem. 

Let 12 be a set in X. 
DEFINITION 2.1 [ 1 2 ] . We say that an operator P: X ^ Y satisfies the 

Lyusternik condition uniformly on 12 if there are a neighbourhood V of zero in 
X and numbers a > b > 0 such that 

a) P is defined on 12 + V and is Frechet differentiable at each point of 12; 
b) for all x E 12 the operator Tx : x ^P'(x)x is ^-covering, while 

Sx: x>-+P(x + x) — P(x) — P' (x)x 

is ^-contracting on the full system X(V). 
The numbers a and b and the neighbourhood V are called the uniformity 

parameters. 
THEOREM 2.3 [ 1 2 ] . Suppose that P satisfies the Lyusternik condition 

uniformly on 12 with parameters a > b > 0, V. Let J T be the set of zeros of P 
on 12 + V and let 8 > 0 be such that B8 (0) C V. Then for all x €= 12 such that 

(2-1) II P{x) | | < (a - 6)5, 

we have the estimate 

7/12 is bounded and J f non-empty, then d{x,J")<,L \\ P{x) \\ for some L and 
for all x E 12. 

PROOF. Let A: E 12 satisfy (2.1). Since Tx isa-covering and Sx b-contracting 
on X(V), it follows from Theorem 1.3 that the operator 3c P(x + x) is 
(a — &)-covering on 2 ( F ) . Hence and from (2.1) we obtain that the image of the 
ball B (^(a;)!! (0) contains the ball B^p^iPx) and, in particular, the point 0. 

a — b 


